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Abstract 

The recent accelerated incorporation of artificial intelligence (AI) in the financial industry has 

revolutionized the fundamental operations in determining creditworthiness, fraud detection, 

algorithmic trading and customer interaction. Although such applications can result in 

considerable efficiency, accuracy, and scalability, they also present difficult ethical and 

regulatory issues that should be criticized closely. This paper focuses on the ethical issues that 

are entailed in AI-based financial systems, such as algorithmic discrimination, absence of 

explainability and transparency, threats to the privacy of personal data, and whether automated 

decisions are accountable. Concurrently, it evaluates regulatory problems, which are posed due 

to the constraints of the current financial and data protection standards, cross-jurisdictional 

discrepancies, and the impossibility of regulating unclear and evolving AI models. The abstract 

displays the conflict between the promotion of innovation and consumer protection, financial 

stability, and trust on the part of the population. By summarizing the existing controversies and 

regulation strategies, the paper highlights the importance of powerful codes of ethics, dynamic 

regulation frameworks, and proper oversight systems to make AI implementation in finance fair, 

transparent, and socially accountable. 
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transparency; data privacy; AI governance 

DOI: 10.21590/ijtmh.10.04.19 

Introduction 

The growing adoption of artificial intelligence (AI) in the financial industry has fundamentally 

transformed the way financial institutions package their products, determine risk, detect fraud, 

and make decisions. The credit scoring system, algorithmic trading, customer profiling, and 

regulatory compliance now rely on AI-driven systems with previously unseen efficiency, speed, 

and predictive accuracy. Such innovations have made AI a strategic asset in the contemporary 

financial industry, allowing organizations to handle competitive forces and increasing consumer 

demands and satisfy complex and data-intensive business processes (Maple et al., 2023; Anshari 
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et al., 2021). Nevertheless, the very features that attract AI, i.e. automation, scalability and 

reliance on data do raise serious ethical and regulatory issues. 

One of the main ethical issues on AI-driven finance is the aspect of equity and prejudice in 

automatic decision-making.Machine learning models trained on historical financial data may 

inadvertently replicate or amplify existing social and economic inequalities, particularly in 

lending, insurance pricing, and creditworthiness assessments (Kurshan et al., 2021; Owolabi et 

al., 2024). These risks raise concerns about discrimination, exclusion, and the erosion of trust in 

financial institutions. Closely related issues include the lack of transparency and explainability of 

complex AI models, which complicates accountability and limits the ability of affected 

individuals and regulators to understand or contest automated financial decisions (Agu et al., 

2024; Ridzuan et al., 2024). 

In parallel, the regulatory environment has struggled to keep pace with the rapid evolution of AI 

technologies in finance. Existing legal and supervisory frameworks were largely designed for 

traditional rule-based systems and human-centered decision-making, making them ill-suited for 

adaptive, opaque, and self-learning AI models (Yadava, 2023; Geelal et al., 2023). Regulators 

face challenges in defining liability, ensuring compliance, and enforcing standards across 

jurisdictions, particularly as financial AI systems increasingly operate across borders and rely on 

third-party vendors (Deshpande, 2024). This regulatory lag creates uncertainty for financial 

institutions while exposing consumers and markets to new forms of systemic and operational 

risk. 

Beyond compliance and fairness, the ethical and regulatory debate surrounding AI in finance 

also reflects broader governance questions about responsibility, oversight, and societal impact. 

Scholars have emphasized the need for governance frameworks that integrate ethical principles, 

legal safeguards, and technical design choices to ensure that AI systems align with public values 

and financial stability objectives (Cath, 2018; Ridzuan et al., 2024). Striking an appropriate 

balance between innovation and regulation remains a critical challenge, as overly restrictive rules 

may stifle technological progress, while insufficient oversight may undermine consumer 

protection and confidence in the financial system (Anshari et al., 2021; Yadava, 2023). 

Against this backdrop, this study examines the ethical and regulatory challenges associated with 

the adoption of AI in finance. By synthesizing insights from existing literature and regulatory 

discussions, it aims to clarify the key risks, tensions, and governance gaps that shape the current 

AI-finance landscape, while highlighting the importance of responsible, transparent, and 

accountable AI deployment in financial services. 
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Applications of AI in Finance 

Artificial intelligence has become a foundational technology in modern financial systems, 

supporting a wide range of applications that enhance operational efficiency, decision-making 

accuracy, and customer experience. One of the most prominent applications of AI in finance is 

credit scoring and risk assessment. Machine learning models analyze large volumes of structured 

and unstructured data, including transaction histories and alternative data sources, to predict 

creditworthiness more efficiently than traditional statistical models. This has enabled faster loan 

approvals and expanded access to credit, while also raising concerns about fairness and 

explainability in automated decisions (Yadava, 2023; Ridzuan et al., 2024). 

Another critical area of application is fraud detection and anti-money laundering (AML). AI 

systems are widely deployed to monitor transactions in real time, identify anomalous patterns, 

and flag potentially fraudulent or illicit activities. Compared to rule-based systems, AI-driven 

approaches improve detection accuracy and adaptability to evolving fraud tactics, thereby 

strengthening financial security and regulatory compliance (Anshari et al., 2021; Maple et al., 

2023). These systems are increasingly integrated into regulatory compliance processes, 

supporting institutions in meeting stringent supervisory requirements (Deshpande, 2024). 

AI also plays a significant role in algorithmic and high-frequency trading, where advanced 

algorithms analyze market data, news feeds, and price movements to execute trades at high speed 

and volume. Such applications enhance market liquidity and efficiency but also introduce 

systemic risks, including market volatility and opacity in decision-making processes (Kurshan et 

al., 2021; Geelal et al., 2023). 

In customer service and personalized financial products, AI-powered chatbots, robo-advisors, 

and recommendation systems are used to provide tailored investment advice, portfolio 

management, and 24/7 customer support. These applications improve user experience and reduce 

operational costs, while simultaneously raising ethical questions related to data privacy, 

informed consent, and accountability (Owolabi et al., 2024; Agu et al., 2024). 

Additionally, AI is increasingly applied in regulatory technology (RegTech) to automate 

compliance monitoring, reporting, and risk management. By analyzing regulatory texts and 

internal data, AI tools assist financial institutions in identifying compliance gaps and responding 

proactively to regulatory changes (Deshpande, 2024; Maple et al., 2023). 

AI applications in finance span core operational, strategic, and customer-facing functions. While 

these applications drive innovation and competitiveness, their widespread adoption underscores 

the need for ethical governance and regulatory oversight to ensure transparency, fairness, and 

trust in AI-enabled financial systems (Cath, 2018; Ridzuan et al., 2024). 
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Ethical Challenges of AI in Finance 

The increasing deployment of artificial intelligence across financial services has intensified long-

standing ethical concerns while also introducing new forms of risk linked to automation, scale, 

and opacity. Although AI systems promise improved efficiency and decision accuracy, their use 

in high-stakes financial contexts raises critical ethical challenges that directly affect individuals, 

institutions, and market stability (Yadava, 2023; Ridzuan et al., 2024). 

Algorithmic Bias and Discrimination 

One of the most prominent ethical challenges is algorithmic bias in AI-driven financial decision-

making. AI systems trained on historical financial data may inherit and amplify existing social 

and economic inequalities, particularly in credit scoring, loan approvals, insurance pricing, and 

fraud detection. Biased training data, proxy variables, and poorly designed objective functions 

can lead to discriminatory outcomes against protected or marginalized groups (Kurshan et al., 

2021; Owolabi et al., 2024). Such outcomes undermine principles of fairness and equal access to 

financial services, raising ethical and legal concerns for financial institutions. 

Lack of Transparency and Explainability 

Many AI models used in finance, particularly deep learning systems operate as “black boxes,” 

making it difficult to understand or explain how decisions are reached. This lack of transparency 

poses ethical challenges related to accountability, trust, and informed consent. Customers 

affected by automated decisions may be unable to challenge outcomes they do not understand, 

while regulators and auditors may struggle to assess compliance with fairness and risk 

management standards (Anshari et al., 2021; Deshpande, 2024). Explainability is therefore not 

only a technical issue but an ethical requirement in financial systems that significantly impact 

livelihoods. 

Data Privacy and Surveillance Risks 

AI systems in finance rely heavily on large volumes of personal and transactional data. The 

extensive collection, aggregation, and analysis of such data raise ethical concerns regarding 

privacy, consent, and potential misuse. Advanced AI techniques can infer sensitive personal 

attributes even from anonymized datasets, increasing the risk of surveillance and data 

exploitation (Cath, 2018; Maple et al., 2023). Ensuring ethical data governance is particularly 

challenging in an environment where competitive pressures incentivize extensive data utilization. 
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Accountability and Responsibility Gaps 

The delegation of financial decisions to AI systems complicates traditional notions of 

accountability. When an AI-driven decision results in financial harm, it is often unclear whether 

responsibility lies with the developers, data providers, financial institutions, or the AI system 

itself. This diffusion of responsibility creates ethical gaps that may weaken consumer protection 

and reduce institutional accountability (Geelal et al., 2023; Yadava, 2023). Without clear 

accountability structures, affected individuals may have limited avenues for redress. 

Over-Reliance on Automation and Human Oversight 

Ethical risks are further exacerbated by over-reliance on AI outputs, particularly in environments 

where human oversight is minimal or symbolic. Excessive trust in automated systems can lead to 

automation bias, where human decision-makers defer to AI recommendations even when they 

are flawed or inappropriate (Ridzuan et al., 2024). This challenge highlights the ethical 

importance of maintaining meaningful human control in financial decision-making processes. 

Table 1: Major Ethical Challenges of AI in Finance 

Ethical 

Challenge 
Description Financial Impact 

Areas 

Key Ethical 

Implications 

Algorithmic 

Bias 

Replication or amplification 

of historical and societal 

biases in AI models 

Credit scoring, 

lending, insurance, 

fraud detection 

Discrimination, 

exclusion, inequality 

Lack of 

Transparency 

Inability to explain AI 

decision logic 

Automated 

approvals, trading 

algorithms, risk 

assessment 

Reduced trust, weak 

accountability 

Data Privacy 

Risks 

Extensive use and inference 

of personal financial data 

Customer profiling, 

behavioral analytics 

Privacy violations, 

surveillance 

Accountability 

Gaps 

Unclear responsibility for 

AI-driven decisions 

Automated financial 

advice, compliance 

systems 

Limited redress, 

ethical ambiguity 

Automation 

Bias 

Excessive reliance on AI 

recommendations 

Risk management, 

investment decisions 

Human 

disempowerment, 

systemic risk 

 

Overall, the ethical challenges of AI in finance reflect a broader tension between technological 

innovation and ethical responsibility. Addressing these challenges requires integrating fairness, 

transparency, accountability, and human oversight into AI system design and deployment. As 
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emphasized in existing scholarship, ethical governance must evolve alongside technological 

advancement to ensure that AI-enabled finance serves societal interests rather than undermining 

them (Agu et al., 2024; Owolabi et al., 2024). 

Regulatory Challenges of AI in Finance 

The deployment of artificial intelligence in the financial sector presents substantial regulatory 

challenges, largely due to the speed of technological innovation outpacing the evolution of legal 

and supervisory frameworks. Existing financial regulations were primarily designed for rule-

based systems and human decision-making, making them insufficient for governing adaptive, 

opaque, and data-intensive AI models. As a result, regulators face difficulties in ensuring that 

AI-driven financial activities remain compliant, fair, and aligned with broader public interest 

objectives (Yadava, 2023; Cath, 2018). 

One major challenge lies in regulatory fragmentation and inconsistency across jurisdictions. 

Financial institutions often operate globally, yet AI governance frameworks vary significantly 

between regions, particularly in areas such as data protection, algorithmic accountability, and 

consumer rights. This lack of harmonization complicates compliance efforts and increases 

regulatory arbitrage risks, where firms exploit weaker regulatory environments to deploy high-

risk AI systems (Geelal et al., 2023; Ridzuan et al., 2024). 

Another critical issue is the opacity of AI systems, especially those based on complex machine 

learning and deep learning architectures. Regulators traditionally rely on transparency and 

auditability to assess compliance, but many AI models function as “black boxes,” making it 

difficult to trace decision logic or detect discriminatory outcomes. This undermines effective 

supervision, enforcement, and legal redress when AI-driven decisions cause consumer harm 

(Kurshan et al., 2021; Deshpande, 2024). 

Accountability and liability also remain unresolved regulatory concerns. When AI systems 

contribute to financial losses, biased credit decisions, or market instability, it is often unclear 

whether responsibility lies with developers, financial institutions, data providers, or end users. 

Current liability regimes do not adequately address shared or diffused responsibility across the 

AI value chain, creating legal uncertainty and weakening consumer protection (Maple et al., 

2023; Anshari et al., 2021). 

Additionally, regulators face challenges related to data governance and privacy compliance. AI 

systems in finance depend on large volumes of personal and transactional data, raising concerns 

about consent, data minimization, cross-border data transfers, and cybersecurity. Ensuring 

compliance with data protection laws while allowing sufficient data access for innovation 

remains a delicate regulatory balancing act (Owolabi et al., 2024; Agu et al., 2024). 
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Finally, supervisory capacity constraints limit effective regulation of AI in finance. Many 

regulatory authorities lack the technical expertise, tools, and resources required to evaluate 

sophisticated AI models in real time. This skills gap hinders proactive oversight and increases 

reliance on self-regulation and post hoc enforcement, which may be inadequate in high-risk 

financial contexts (Yadava, 2023; Deshpande, 2024). 

Table 2: Major Regulatory Challenges and Implications in AI-Driven Finance 

Regulatory Challenge Description Key Implications for Finance 

Regulatory 

fragmentation 

Divergent AI and financial 

regulations across jurisdictions 

Increased compliance costs; risk 

of regulatory arbitrage 

Lack of transparency Opaque AI models hinder 

explainability and auditability 

Weak supervision; limited 

consumer redress 

Accountability and 

liability gaps 

Unclear responsibility across AI 

value chains 

Legal uncertainty; reduced trust 

in AI systems 

Data protection and 

privacy 

Extensive use of personal and 

financial data 

Risk of data misuse; regulatory 

non-compliance 

Supervisory capacity 

limitations 

Insufficient technical expertise 

among regulators 

Delayed oversight; reliance on 

self-regulation 

Overall, these regulatory challenges underscore the need for adaptive, risk-based, and 

internationally coordinated governance frameworks. Without regulatory reforms that address 

transparency, accountability, and supervisory capacity, the widespread adoption of AI in finance 

may amplify systemic risks and undermine consumer trust rather than deliver sustainable 

innovation (Ridzuan et al., 2024; Maple et al., 2023). 

Risk Management and Governance Frameworks 

The deployment of artificial intelligence in financial systems necessitates robust risk 

management and governance frameworks to address ethical, operational, and regulatory risks 

while sustaining innovation. Effective frameworks integrate technical controls, organizational 

oversight, and regulatory alignment to ensure that AI-driven financial decision-making remains 

fair, transparent, and accountable (Yadava, 2023; Ridzuan et al., 2024). 

From a risk management perspective, financial institutions increasingly adopt lifecycle-based AI 

governance models. These models manage risks across data collection, model development, 

deployment, monitoring, and decommissioning. Key risks include biased training data, model 

opacity, automation bias, cybersecurity vulnerabilities, and unintended systemic effects in 

markets. Embedding risk assessments such as algorithmic impact assessments, bias testing, and 

stress testing at each stage helps identify and mitigate ethical and financial risks early (Kurshan 
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et al., 2021; Maple et al., 2023). Continuous monitoring is particularly critical, as adaptive and 

self-learning AI systems may evolve beyond their original design parameters, potentially 

violating regulatory or ethical expectations (Deshpande, 2024). 

Governance frameworks complement technical risk controls by establishing clear accountability 

structures. This includes defining roles and responsibilities among developers, data scientists, 

compliance officers, and senior management. Ethical AI committees, model risk management 

units, and internal audit functions are commonly used to oversee AI systems and ensure 

compliance with both internal policies and external regulations (Anshari et al., 2021; Geelal et 

al., 2023). Transparency and explainability mechanisms such as model documentation, 

explainable AI (XAI) tools, and decision traceability are essential governance instruments that 

support regulatory scrutiny and enhance consumer trust (Cath, 2018; Owolabi et al., 2024). 

At the regulatory interface, governance frameworks increasingly align with principles-based 

regulation, emphasizing fairness, accountability, transparency, and human oversight rather than 

prescriptive technical rules. This approach allows flexibility in innovation while setting clear 

ethical boundaries for AI use in finance (Ridzuan et al., 2024). However, governance remains 

challenged by cross-border regulatory fragmentation and uneven enforcement, requiring 

multinational financial institutions to adopt harmonized internal standards that often exceed 

minimum legal requirements (Yadava, 2023; Agu et al., 2024). 

Overall, effective risk management and governance frameworks act as stabilizing mechanisms 

that balance innovation with ethical responsibility. By integrating ethical principles into 

enterprise risk management and regulatory compliance structures, financial institutions can 

mitigate harm, reduce legal exposure, and promote sustainable AI adoption (Deshpande, 2024; 

Maple et al., 2023). 

 
Fig 1: The framework illustrates how governance mechanisms are applied across the full AI 

lifecycle in finance, with continuous monitoring and feedback loops ensuring ethical alignment, 

risk mitigation, regulatory compliance, and ongoing accountability. 
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Table 3: Risk Management and Governance Components in AI-Driven Finance 

Framework 

Component 

Description Key Ethical/Regulatory 

Risk Addressed 

Supporting 

Sources 

Data Governance Policies for data quality, 

consent, privacy, and 

security 

Bias, privacy violations, 

discrimination 

Yadava (2023); 

Agu et al. (2024) 

Model Risk 

Management 

Validation, testing, and 

stress-testing of AI 

models 

Model errors, systemic 

risk, unfair outcomes 

Kurshan et al. 

(2021); Maple et 

al. (2023) 

Explainability & 

Transparency 

Use of XAI tools and 

documentation 

Opacity, lack of 

accountability 

Cath (2018); 

Owolabi et al. 

(2024) 

Organizational 

Oversight 

Ethical AI committees 

and internal audits 

Responsibility gaps, 

governance failure 

Anshari et al. 

(2021); Geelal et 

al. (2023) 

Regulatory 

Alignment 

Compliance with 

financial and AI-related 

regulations 

Legal non-compliance, 

consumer harm 

Deshpande (2024); 

Ridzuan et al. 

(2024) 

This table summarizes how integrated governance and risk management mechanisms address the 

core ethical and regulatory challenges associated with AI adoption in the financial sector. 

Balancing Innovation and Consumer Protection 

The integration of artificial intelligence into financial services presents a fundamental policy and 

governance dilemma: how to sustain technological innovation while safeguarding consumer 

rights, market integrity, and financial stability. On one hand, AI-driven solutions enable financial 

institutions to enhance operational efficiency, expand access to financial services, and improve 

decision-making accuracy. On the other hand, unchecked or poorly governed AI deployment can 

amplify systemic risks, entrench discrimination, and undermine consumer trust (Yadava, 2023; 

Ridzuan et al., 2024). 

Balancing innovation and consumer protection requires a risk-based and proportional regulatory 

approach that recognizes the varying impact of AI applications across financial use cases. High-

impact systems, such as AI-driven credit scoring, loan approvals, and fraud detection, directly 

affect consumers’ economic opportunities and therefore demand stronger oversight, 

transparency, and accountability mechanisms (Kurshan et al., 2021; Owolabi et al., 2024). In 

contrast, lower-risk applications, such as internal process optimization, may warrant lighter 

regulatory intervention to avoid stifling innovation. 
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A central challenge lies in addressing the opacity of advanced AI models while preserving their 

performance advantages. Excessive regulatory constraints may discourage innovation or delay 

the deployment of beneficial technologies, whereas insufficient safeguards can expose 

consumers to unfair treatment, privacy violations, and unchallengeable automated decisions 

(Anshari et al., 2021; Maple et al., 2023). Consequently, scholars and regulators increasingly 

advocate for adaptive governance frameworks that combine ethical principles, technical 

standards, and regulatory oversight to ensure that AI systems remain fair, explainable, and 

auditable throughout their lifecycle (Cath, 2018; Geelal et al., 2023). 

Effective consumer protection in AI-enabled finance also depends on institutional governance 

within financial organizations. This includes robust model validation processes, bias testing, 

human-in-the-loop decision structures, and clear channels for consumer redress. Such measures 

help mitigate harms without eliminating the competitive and societal benefits of AI-driven 

financial innovation (Agu et al., 2024; Deshpande, 2024). Ultimately, achieving balance is not a 

static goal but an ongoing process that requires continuous regulatory learning, cross-sector 

collaboration, and alignment between technological development and public interest values. 

 

 
Fig 2: The intuitive conceptual graph that clearly communicates the trade-off you described. 
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Table 4: Innovation–Protection Trade-offs in AI-Driven Finance 

AI Application 

Area 

Innovation Benefits Key Consumer Risks Regulatory / Ethical 

Safeguards Needed 

Credit Scoring & 

Lending 

Faster decisions, 

financial inclusion 

Bias, discrimination, 

lack of explainability 

Transparency, bias 

audits, explainable AI 

requirements 

Fraud Detection Improved accuracy, 

reduced financial 

losses 

False positives, unjust 

account restrictions 

Human oversight, appeal 

mechanisms 

Algorithmic 

Trading 

Market efficiency, 

rapid execution 

Market volatility, 

systemic risk 

Market surveillance, 

model risk controls 

Customer 

Service 

(Chatbots) 

Cost reduction, 24/7 

accessibility 

Data privacy breaches, 

misinformation 

Data protection, 

accountability standards 

Risk 

Management 

Enhanced predictive 

capabilities 

Model overreliance, 

hidden systemic risks 

Stress testing, regulatory 

reporting 

 

This analysis underscores that balancing innovation and consumer protection in AI-enabled 

finance requires nuanced regulation, ethical governance, and continuous oversight rather than 

rigid control or unchecked technological expansion (Yadava, 2023; Ridzuan et al., 2024; 

Deshpande, 2024). 

Conclusion 

The growing integration of artificial intelligence within the financial sector has fundamentally 

reshaped decision-making processes, risk assessment, and service delivery, while simultaneously 

exposing profound ethical and regulatory challenges. As evidenced across the literature, issues of 

algorithmic bias, lack of transparency, data privacy risks, and unclear accountability remain 

central concerns in AI-driven financial systems, particularly where automated decisions directly 

affect individuals’ access to credit, insurance, and other essential financial services (Yadava, 

2023; Owolabi et al., 2024). These challenges underscore the ethical responsibility of financial 

institutions to ensure fairness, explainability, and human oversight in the deployment of AI 

technologies (Kurshan et al., 2021; Agu et al., 2024). 

From a regulatory perspective, existing financial and legal frameworks have struggled to keep 

pace with the adaptive and opaque nature of AI systems. Regulatory fragmentation across 
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jurisdictions, coupled with uncertainties surrounding compliance, liability, and model 

governance, continues to complicate effective supervision of AI-enabled financial services 

(Deshpande, 2024; Geelal et al., 2023). While regulatory initiatives increasingly aim to promote 

responsible AI adoption, persistent gaps highlight the need for harmonized standards that balance 

innovation with consumer protection and systemic stability (Ridzuan et al., 2024; Maple et al., 

2023). 

Overall, addressing the ethical and regulatory challenges of AI in finance requires a coordinated, 

multi-stakeholder approach that integrates ethical principles, robust governance structures, and 

adaptive regulatory mechanisms. Embedding ethics-by-design, strengthening transparency and 

auditability, and fostering collaboration between regulators, industry actors, and technology 

developers are critical to sustaining trust in AI-driven financial systems (Anshari et al., 2021; 

Cath, 2018). Without such measures, the long-term benefits of AI innovation in finance risk 

being undermined by ethical failures and regulatory inadequacies. 
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