
Ab s t r ac t
Artificial Intelligence (AI) is emerging as a transformative driver of economic growth, social development, and geopolitical 
competition. However, the fragmented nature of global regulatory approaches has created challenges for interoperability, 
trust, and international cooperation. While leading economies such as the United States and the European Union are 
defining ambitious frameworks for responsible and trustworthy AI, many emerging markets face significant barriers 
in terms of institutional capacity, policy alignment, and access to global innovation networks. The lack of harmonized 
standards risks reinforcing a digital divide, restricting emerging economies from fully benefiting from AI-enabled growth.
This paper investigates the opportunities that regulatory harmonization presents for emerging markets seeking stronger 
integration with U.S. regulatory and innovation ecosystems. It explores how common standards, ethical frameworks, 
and trade-aligned policies can reduce compliance costs, enhance cross-border data flows, and foster greater trust in AI 
applications. The analysis highlights the role of international benchmarks such as global ethical guidelines, multilateral trade 
agreements, and U.S. executive policies as entry points for harmonization. Importantly, the paper presents the experiences 
of two emerging-market enterprises, Black Vitriol LLC and Eatsbueno AI, founded by Gabriel Jiménez, as practical illustrations 
of how startups can leverage regulatory compatibility to expand their reach into U.S. and global markets.
The findings demonstrate that harmonization is not merely a legal or technical process but a strategic pathway for emerging 
economies to secure inclusion in the global AI economy. Harmonized frameworks can facilitate innovation diffusion, attract 
investment, and ensure that AI serves as a tool for sustainable development rather than deepening inequality. The paper 
concludes by offering actionable policy recommendations for governments, regulators, and private actors in emerging 
markets, emphasizing the need for balanced approaches that combine innovation, trust, and inclusivity in the future of 
AI governance.
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Digital Trade, Innovation.
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In t r o d u c t i o n

Context of Global AI Adoption and Fragmented 
Regulation
Artificial Intelligence (AI) has rapidly become a transformative 
force across industries, reshaping economies, governance 
models, and societal structures worldwide. From healthcare 
and f inance to education and digital commerce, AI 
applications have moved from experimental phases to 
large-scale implementation. However, this expansion has 
occurred unevenly across jurisdictions, creating a patchwork 
of regulatory approaches that reflect differing national 
priorities, economic capacities, and ethical traditions (Jobin, 
Ienca, & Vayena, 2019). While the European Union (EU) has 
pioneered comprehensive legislation through its Artificial 

Intelligence Act, the United States has relied more on 
sectoral guidance, voluntary standards, and executive actions 
(Roberts et al., 2021; Order, 2023). Other regions, including 
Africa, Latin America, and Asia, have adopted a combination 
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of localized initiatives and adaptations of international 
frameworks (Mont et al., 2020; Yilma, 2022).

This regulatory fragmentation poses significant risks. 
Divergent rules on data flows, privacy, accountability, 
and algorithmic transparency complicate cross-border 
collaboration and can increase compliance costs for 
businesses. The absence of harmonization also creates 
uncertainty for startups and enterprises seeking to expand 
beyond national borders. In particular, emerging-market 
firms often lack the resources to navigate multiple and 
sometimes conflicting regulatory systems, limiting their 
ability to participate in global value chains (Aaronson & 
Leblond, 2018).

Why Regulatory Harmonization Matters for 
Emerging Markets
Regulatory harmonization in AI governance is not simply 
a legal or technical issue; it represents a developmental 
imperative for emerging economies. Emerging markets in 
Africa, Latin America, and parts of Asia are actively leveraging 
AI to enhance digital trade, financial inclusion, agricultural 
innovation, and healthcare delivery (Mont et al., 2020; Yilma, 
2022). Yet, fragmented frameworks restrict these regions 
from accessing global markets on equal terms. Harmonized 
standards can lower barriers to entry, facilitate data sharing, 
and enable interoperability between AI systems.

Moreover, harmonization can help emerging markets 
build trust with international investors and trading partners 
by signaling regulatory predictability and ethical alignment. 
For example, startups such as Black Vitriol LLC, which explores 
AI-driven solutions for trade finance, and Eatsbueno AI, an 
innovator in digital commerce, depend on regulatory bridges 
that allow them to integrate seamlessly with U.S. and global 
markets. Without such alignment, these companies may 
face duplicative audits, compliance bottlenecks, or even 
exclusion from certain markets. Thus, harmonization serves 
as both an enabler of growth and a safeguard against digital 
marginalization (Burri & Kugler, 2024).

Strategic Role of the United States in Shaping 
Frameworks
The United States occupies a central position in shaping the 
trajectory of AI regulation globally. While the EU’s AI Act 
exemplifies the “Brussels Effect” — the tendency of stringent 
European rules to influence global markets (Siegmann & 
Anderljung, 2022) — the U.S. exercises influence through 
market power, technological leadership, and international 
trade negotiations. The publication of the NIST AI Risk 
Management Framework (2023) and the signing of Executive 
Order 14110 on Safe, Secure, and Trustworthy AI (2023) reflect 
Washington’s growing recognition of the need to establish 
norms that resonate both domestically and internationally.

The U.S. approach, often characterized as more 
innovation-driven and flexible than the EU model, is 
particularly appealing for emerging markets that prioritize 

growth and competitiveness. By promoting principles such 
as transparency, accountability, and human-centered design 
(Fjeld et al., 2020; Gasser & Almeida, 2017), U.S.-aligned 
frameworks can act as a bridge for emerging economies 
seeking both ethical legitimacy and market access. 
Furthermore, U.S. trade agreements and digital partnerships 
increasingly incorporate AI governance provisions, creating 
pathways for harmonization beyond the transatlantic sphere 
(Khan, 2024).

Research Objectives and Scope
This research paper investigates the intersection of artificial 
intelligence, regulatory harmonization, and opportunities 
for emerging markets in linking with the United States. 
Specifically, it aims to:
•	 Analyze the global landscape of AI governance, 

identifying key frameworks and divergences.
•	 Evaluate the implications of regulatory fragmentation for 

emerging markets.
•	 Examine the role of U.S. regulatory strategies in bridging 

global standards and fostering collaboration.
•	 Highlight the potential of emerging-market companies, 

such as Black Vitriol LLC and Eatsbueno AI, to thrive under 
harmonized frameworks.

•	 Propose pathways for aligning regulatory systems to 
balance innovation, ethical safeguards, and global 
competitiveness.

The scope of this paper spans global and regional AI 
governance initiatives, with particular emphasis on the U.S. 
regulatory ecosystem and its implications for Africa, Latin 
America, and other developing regions. By integrating case 
studies of startups, comparative policy analysis, and empirical 
evidence from existing frameworks, the paper contributes 
to ongoing debates on how harmonized AI regulation can 
unlock sustainable growth and inclusive participation in the 
global digital economy.

Th e Glo b a l AI Gov e r n a n c e 
La n d s c a p e
Artificial intelligence (AI) has rapidly transitioned from an 
emerging technology to a foundational component of 
economic, political, and social systems worldwide. Yet, the 
regulatory landscape remains fragmented, with varying 
approaches across regions that often reflect local priorities, 
cultural values, and political economies. This diversity 
creates both opportunities for innovation and challenges in 
achieving international coherence. Without harmonization, 
conflicting rules risk producing regulatory silos, thereby 
increasing compliance costs for firms and limiting cross-
border AI integration. Conversely, global benchmarks offer 
a pathway to align ethical principles, foster trust, and create 
predictable environments for investment and trade (Jobin, 
Ienca, & Vayena, 2019).

This section examines four of the most influential 
frameworks: UNESCO’s Recommendation on the Ethics of AI 
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(2022), the OECD Council Recommendation on AI (2019), the 
U.S. National Institute of Standards and Technology (NIST) AI 
Risk Management Framework (2023), and a comparative set 
of ethical consensus-building initiatives (AI4People, Jobin et 
al., and Fjeld et al.). Together, these frameworks represent a 
spectrum from voluntary guidelines to binding regulations, 
shaping how countries, companies, and emerging markets 
orient themselves toward responsible AI development.

UNESCO’s Recommendation on the Ethics of AI 
(2022)
In 2022, UNESCO achieved a milestone by adopting the 
first comprehensive global normative instrument for AI 
ethics, endorsed unanimously by its 193 Member States. 
The UNESCO Recommendation is not legally binding but 
carries significant normative weight. It emphasizes human 
rights, sustainability, inclusivity, and accountability as the 
foundational pillars of AI governance (UNESCO, 2022).

Unlike purely technical frameworks, UNESCO’s document 
extends into social justice, gender equality, and environmental 
sustainability, underscoring the need for AI to contribute to 
sustainable development goals (SDGs). Importantly, UNESCO 
highlights capacity-building and technology transfer for low- 
and middle-income countries, making it particularly relevant 
for emerging markets with limited regulatory infrastructure. 
By prioritizing equity and social justice, UNESCO offers 
a framework adaptable to diverse governance contexts, 
ensuring AI does not exacerbate inequalities but rather 
becomes a tool for inclusive development.

OECD Council Recommendation on AI (2019; 
Yeung, 2020)
The OECD Council Recommendation on Artificial Intelligence, 
first issued in 2019 and later codified into international legal 
texts (Yeung, 2020), was the first intergovernmental AI 
standard. It provides five core principles for AI governance:
•	 AI should benefit people and the planet by driving 

inclusive growth and sustainable development.
•	 AI systems should respect human rights and democratic 

values.
•	 AI should be transparent and explainable.
•	 AI systems must be robust, secure, and safe throughout 

their lifecycle.
•	 Stakeholders should be held accountable for AI outcomes.

The OECD framework is voluntary, yet its influence is 
global. It was endorsed not only by OECD countries but 
also by non-members, making it a reference point for trade 
and cooperation agreements. For emerging economies, 
OECD standards offer a baseline for aligning AI policies 
with international trade regimes while still preserving 
regulatory autonomy. By emphasizing accountability and 
innovation simultaneously, the OECD framework balances 
ethical responsibility with competitiveness, which is critical 
for markets seeking to attract foreign direct investment in 
AI sectors.

NIST AI Risk Management Framework (AI RMF 
1.0, 2023)
In 2023, the U.S. National Institute of Standards and 
Technology (NIST) released its AI Risk Management 
Framework (AI RMF 1.0). While not legally binding, it 
has become highly influential due to its practicality and 
operational focus. Unlike normative guidelines, the NIST 
framework is structured around four functional categories: 
Govern, Map, Measure, and Manage (NIST, 2023). These 
categories allow organizations to systematically identify, 
assess, and mitigate risks throughout the AI lifecycle.

The AI RMF is particularly signif icant because it 
provides industry-ready mechanisms for integrating ethical 
considerations into corporate practices. This is especially 
valuable for startups and emerging-market firms such as 
Black Vitriol LLC (AI-driven fintech solutions) and Eatsbueno 
AI (digital commerce), which seek credibility in global markets. 
By adopting the NIST framework, these companies can 
demonstrate compliance with globally trusted benchmarks, 
strengthening partnerships with U.S. firms and investors. 
The framework thus bridges regulatory gaps by translating 
high-level ethical principles into operational standards that 
can be recognized internationally.

Ethical Principles and Global Consensus-
Building
Alongside institutional frameworks, numerous initiatives 
have emerged to develop ethical blueprints for AI. Among the 
most influential is the AI4People initiative (Floridi et al., 2018), 
which proposed a European vision for a “good AI society” 
grounded in five principles: beneficence, non-maleficence, 
autonomy, justice, and explicability. These principles echo 
long-standing bioethical traditions but adapt them to the 
unique challenges of AI.

Jobin, Ienca, and Vayena (2019), in a systematic review of 84 
AI ethics guidelines worldwide, demonstrated a remarkable 
degree of convergence on certain values — particularly 
fairness, transparency, and accountability. However, they 
also identified substantial divergence in implementation 
strategies, with Western frameworks emphasizing individual 
rights, while Asian perspectives often highlight collective 
well-being. Similarly, Fjeld et al. (2020) mapped consensus 
across ethical and rights-based approaches, confirming that 
while normative alignment is strong, practical enforcement 
mechanisms remain inconsistent.

This tension between ethical consensus and fragmented 
implementation highlights the importance of regulatory 
harmonization. Without standardized enforcement, global 
principles risk remaining aspirational rather than actionable. 
Emerging markets navigating this environment must 
strategically align with leading frameworks to avoid being 
sidelined in international AI governance debates.

Analytical Insights
Taken together, these frameworks reveal a multi-layered 
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Table 1: Comparative Overview of Leading Global AI Governance Frameworks
Framework Year Scope Core Principles Relevance to Emerging 

Markets
EU AI Act 2024 

(pending 
adoption)

Binding legislation 
across EU

Risk-based classification, strict high-
risk rules, transparency, conformity 
assessment

De facto global benchmark; 
compliance opens access 
to EU market but may 
burden small firms

OECD 
Recommendation 
on AI

2019 
(Yeung, 
2020)

Intergovernmental, 
voluntary

Human rights, accountability, 
robustness, transparency, innovation

Baseline for trade 
agreements; easier 
adoption for developing 
economies

UNESCO 
Recommendation 
on AI Ethics

2022 Global, normative Human rights, inclusivity, 
sustainability, accountability

Tailored for equitable 
access, gender equality, 
and social justice; 
adaptable to low-capacity 
states

U.S. Executive 
Order 14110 & 
NIST AI RMF

2023 National, globally 
influential

Safe, secure, trustworthy AI; 
operational categories (Govern, Map, 
Measure, Manage)

Practical guidance for 
startups and SMEs to align 
with U.S. standards and 
attract investment

African Union 
Data Policy 
Framework

2022 
(Yilma, 
2022)

Regional, binding Data sovereignty, harmonization, 
privacy

Reduces regulatory 
fragmentation; prepares 
Africa for digital trade and 
AI integration

governance ecosystem that combines binding legislation 
(EU AI Act, AU Data Policy) with voluntary but influential 
guidelines (OECD, UNESCO, NIST). While convergence around 
principles such as fairness, transparency, and accountability 
is clear, divergence remains in how these principles are 
operationalized.

For emerging markets, this landscape is both a challenge 
and an opportunity. On the one hand, navigating overlapping 
standards can strain limited institutional capacity. On the 
other hand, strategic adoption of frameworks — for instance, 
aligning with UNESCO’s inclusivity goals while adopting 
NIST’s operational risk management tools — can position 
local firms as credible global players. Companies like Black 
Vitriol LLC and Eatsbueno AI exemplify this strategy: by 
aligning with international benchmarks, they not only 
enhance domestic legitimacy but also gain access to U.S. and 
transatlantic markets.

Ultimately, the global AI governance landscape 
demonstrates that harmonization is not about uniformity 
but interoperability — enabling diverse regulatory traditions 
to coexist while ensuring trust, accountability, and innovation 
in AI.

Em e r gi  n g Ma r k e ts: Ch a l l e n g e s 
An d Pr o s p e c ts

AI Adoption Trends in Latin America, Africa, 
and Asia
Artificial intelligence adoption in emerging markets has 

accelerated over the past decade, driven by demographic 
shifts, expanding digital infrastructure, and an appetite for 
technology-driven solutions. Nevertheless, adoption remains 
highly uneven across Latin America, Africa, and Asia, with 
each region reflecting unique opportunities and challenges.

In Latin America, the regional discourse around AI 
emphasizes AI for social good. According to Mont et al. 
(2020), countries such as Brazil, Chile, and Mexico have begun 
piloting AI initiatives in public health, education, and urban 
development. For example, predictive analytics are used to 
improve disease surveillance, and machine-learning tools 
support city-level mobility planning. Yet, despite these 
advances, Latin America still faces persistent issues of digital 
inequality, infrastructural deficits, and weak institutional 
enforcement that slow widespread AI integration.

In Africa, AI adoption is emerging through leapfrogging 
technologies. The African Union’s Data Policy Framework 
reflects an effort to harmonize digital governance across 
the continent (Yilma, 2022). Leading economies such as 
South Africa, Nigeria, and Kenya are investing in AI-powered 
fintech systems, agricultural analytics, and smart governance 
applications. Start-ups in fintech, in particular, have 
positioned Africa as a testbed for inclusive AI-driven financial 
models. However, many African countries still lack robust 
privacy and cybersecurity laws, raising concerns about trust, 
interoperability, and consumer protection. This fragmented 
regulatory environment makes it difficult to build strong 
cross-border AI ecosystems within the continent and beyond.

In Asia, adoption is expanding at a faster pace, with 
India, Vietnam, and Indonesia serving as critical hubs. 
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Table 2: Emerging Markets’ Regulatory Readiness and Priority Collaboration Sectors with the U.S.

Region Regulatory Readiness 
(Low/Medium/High)

Key Regulatory 
Frameworks Referenced

Priority Collaboration 
Sectors with U.S.

Illustrative Firm Example

Latin America Medium National AI strategies; 
UNESCO AI for Social 
Good (Mont et al., 2020)

Public health, 
education, logistics, 
e-commerce

Eatsbueno AI (digital 
commerce, food 
distribution)

Africa Low–Medium AU Data Policy 
Framework; emerging 
national laws (Yilma, 
2022)

Fintech, agriculture, 
e-governance

Black Vitriol LLC (AI-
driven fintech and 
compliance)

Asia Medium–High National digital 
policies; regional trade 
frameworks (Chin & 
Zhao, 2022)

Healthcare, retail, 
logistics, digital 
trade

AI startups in India & 
Vietnam; partnerships 
with U.S. firms

Large digital populations, government-backed innovation 
schemes, and vibrant start-up cultures have propelled these 
markets into early AI leadership positions. AI-powered health 
diagnostics, e-commerce personalization, and smart logistics 
are expanding rapidly. However, regulatory clarity in Asia 
varies significantly: while Singapore and South Korea have 
advanced AI guidelines, many emerging economies remain 
under-regulated, leading to uncertainty for foreign investors 
and complicating cross-border data alignment with the 
United States and European Union.

Collectively, these trends underscore both promise and 
fragmentation: while emerging markets are enthusiastic 
adopters of AI, they require more consistent frameworks to 
harness AI’s full transformative potential.

Data Policy and Trade Agreements Shaping 
Emerging Economies
Beyond national initiatives, international trade agreements 
and cross-border data frameworks increasingly define how 
emerging economies integrate into the global AI governance 
landscape. Aaronson and Leblond (2018) describe this 
dynamic as the rise of “data realms” — global regulatory 
ecosystems dominated by the U.S., the EU, and China. 
Emerging markets are often pressured to align with one of 
these dominant realms, which creates access opportunities 
but can reduce policy flexibility.

Digital trade agreements further complicate this 
environment. Burri and Kugler (2024) note that while digital 
trade agreements promote interoperability in areas such as 
e-commerce, data localization, and algorithmic transparency, 
they can also erode domestic regulatory autonomy if 
drafted on asymmetrical terms. For example, Latin American 
countries entering into digital trade pacts with the U.S. may 
benefit from increased market access but risk being bound by 
standards that constrain their sovereignty in AI governance. 
Similarly, Chin and Zhao (2022) highlight the limits of cross-
border data flow rules in Asian agreements, which often 
prioritize developed economies’ interests while leaving 

emerging states with minimal bargaining power.
At the same time, alignment with U.S. regulatory 

frameworks represents a strategic opportunity. By adopting 
U.S. standards, emerging markets can:
•	 Build trust with multinational corporations that prefer 

harmonized compliance systems.
•	 Attract foreign direct investment into AI infrastructure 

and services.
•	 Leverage harmonization as a bargaining tool in regional 

trade negotiations.
Thus, while trade frameworks can limit regulatory 

autonomy, they also serve as catalysts for integrating 
emerging markets into global AI ecosystems — provided 
they are strategically navigated.

Case Insights: Black Vitriol LLC and Eatsbueno 
AI
The experience of emerging-market firms demonstrates how 
startups can act as bridges between fragmented domestic 
environments and harmonized international regimes. Two 
cases — Black Vitriol LLC and Eatsbueno AI, both founded 
by Gabriel Jiménez — illustrate this role.
•	 Black Vitriol LLC is a fintech-focused firm leveraging AI for 

risk assessment, compliance, and governance in cross-
border financial systems. By aligning its risk models with 
the U.S. National Institute of Standards and Technology 
(NIST) AI Risk Management Framework (AI RMF 1.0), 
Black Vitriol demonstrates how startups in less regulated 
environments can ensure compatibility with global 
finance standards. This positioning not only enables 
access to U.S. financial partners but also signals reliability 
to regulators and investors wary of fragmented African 
and Latin American markets.

•	 Eatsbueno AI operates in the digital commerce and 
logistics sector, with a focus on consumer analytics and 
supply-chain optimization in food distribution. Emerging 
markets often struggle with inefficiencies in logistics and 
transparency gaps in consumer markets. Eatsbueno AI 
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addresses these challenges by embedding AI solutions 
that comply with U.S. data protection principles, 
including consumer transparency and algorithmic 
accountability. This alignment makes Eatsbueno AI an 
attractive collaborator for global e-commerce platforms 
seeking expansion into Latin America and Africa, where 
demand for food-tech and supply-chain optimization is 
growing rapidly.

Together, these companies highlight the strategic 
importance of harmonization. Rather than being passive 
adopters of global frameworks, startups can actively shape 
market entry strategies by aligning with trusted standards, 
thereby amplifying their competitiveness.

Synthesis
The trajectory of AI in emerging markets reveals a dual 
dynamic: innovation on the ground is moving faster than 
regulation, yet regulatory frameworks and trade agreements 
increasingly dictate how these innovations scale globally. 
Latin America, Africa, and Asia all showcase vibrant 
ecosystems where AI is applied to pressing development 
challenges, but weaknesses in governance create barriers 
to integration.

The case studies of Black Vitriol LLC and Eatsbueno AI 
show that alignment with U.S. governance frameworks 

offers emerging-market firms a viable pathway to legitimacy, 
investment, and cross-border scalability. In this sense, 
harmonization is not merely a top-down process driven by 
states but also a bottom-up strategy, where startups use 
regulatory alignment as a tool for growth and credibility. For 
emerging markets, this suggests that effective participation 
in global AI governance requires both policy reform at the 
national level and entrepreneurial strategies at the firm level 
to bridge regulatory divides.

Th e U.s.–Glo b a l Ne x u s In Ai 
Re g u l at i o n

The “Brussels Effect” vs. the “Washington Effect”
The concept of the “Brussels Effect” captures the European 
Union’s ability to externalize its regulatory standards 
globally, largely due to the size of its internal market and 
the extraterritorial reach of its rules. This phenomenon is 
highly relevant to artificial intelligence regulation. Just as 
the General Data Protection Regulation (GDPR) set a global 
benchmark for data privacy, the EU Artificial Intelligence 
Act—a rights-driven, risk-tiered legislative instrument—now 
projects a similar influence over the governance of AI systems 
(Siegmann & Anderljung, 2022). Emerging markets that seek 
access to EU markets or digital trade with European firms 
often find themselves compelled to adopt EU standards, 
either explicitly or through compliance mechanisms 
embedded in global value chains.

By contrast, the “Washington Effect” emphasizes the 
United States’ reliance on a standards-based and innovation-
first model. Rather than passing a single comprehensive AI 
law, the U.S. has historically favored voluntary frameworks, 
sector-specific rules, and agency-led initiatives. This 
reflects America’s broader tradition of soft-law governance, 
prioritizing economic dynamism and technological 
leadership over rigid ex-ante obligations. Comparative 
scholarship shows that while both the EU and the U.S. share 
high-level commitments to fairness, accountability, and 
transparency, the EU’s framework is legalistic and binding, 
whereas the U.S. model remains adaptive, pragmatic, and 
grounded in technical standards (Roberts et al., 2021).

The interplay of these two effects matters enormously 
for emerging markets. Countries seeking investment and 
market access often oscillate between aligning with EU-style 
obligations for trade compliance and implementing U.S.-
style technical standards for operational compatibility with 
American technology ecosystems.

Executive Order 14110 and the NIST AI RMF as 
Anchors of U.S. Policy
Two major instruments defined the U.S. federal approach to 
AI in recent years:
•	 The NIST AI Risk Management Framework (AI RMF 1.0), 

released in January 2023, represents the cornerstone of 
the American standards-first model. It operationalizes 

Graph 1: Evolution of AI Regulatory Milestones (2015–
2025)

Graph 2: Visualization of Harmonization Benefits
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trustworthy AI through four key functions—Map, 
Measure, Manage, and Govern—offering a flexible but 
widely adoptable structure for both federal agencies 
and private companies (AI, 2023). Because it was 
co-developed with industry, academia, and civil society, 
the framework gained legitimacy as a voluntary but 
authoritative reference point for AI governance.

•	 Executive Order 14110 (October 2023) marked the most 
comprehensive federal directive on AI issued by the 
White House. It mandated safety testing of foundation 
models, reinforced supply chain security, promoted 
privacy-preserving techniques, and explicitly sought 
international cooperation to shape global AI governance 
(Order, 2023). The EO symbolized a federal commitment 
to placing the U.S. at the center of trustworthy AI 
development and regulation.

However, the political landscape shifted dramatically 
in January 2025 when the new administration rescinded 
Executive Order 14110, signaling a deregulatory pivot. While 
this decision weakened the perception of U.S. leadership 
in global regulatory harmonization, the enduring role of 
NIST’s AI RMF as a technical standard ensured that American 
firms and agencies continued to operate within a structured 
framework. The policy volatility created uncertainty for 
emerging markets, many of which look to the U.S. not just 
for capital and technology transfer but also for regulatory 
guidance.

Comparative Orientations: U.S., EU, and China
A comparative lens reveals three distinct approaches shaping 
the global regulatory environment:
•	 European Union (EU). The EU AI Act, formally adopted 

in 2024 and entering into force in August 2024, is the 
world’s first comprehensive legal framework for AI. It 
introduces a risk-based classification system (prohibited, 
high-risk, limited-risk, minimal-risk categories), bans 
certain applications (e.g., social scoring), and imposes 
rigorous conformity requirements on high-risk AI 
systems. For global markets, the Act represents a legal 
benchmark that, like GDPR, is expected to diffuse far 
beyond European borders.

•	 United States (U.S.). In contrast, the U.S. continues to 
pursue a flexible, innovation-oriented strategy, relying 
on standards such as the NIST AI RMF and sector-specific 
enforcement. While Executive Order 14110 briefly created 
the impression of convergence with the EU’s rights-
based model, its revocation in 2025 reaffirmed the 
U.S. emphasis on voluntary governance and technical 
toolkits. This model is attractive to emerging markets 
that lack the institutional capacity to enforce binding 
rules but still wish to demonstrate compliance with 
global standards.

•	 China. China’s regulatory orientation differs significantly. 
Its framework is state-centric, security-oriented, and 
industrial policy-driven, with vertical rules regulating 
specific domains such as recommendation algorithms 

and generative AI. This reflects not only Beijing’s 
emphasis on social stability and political control but 
also its strategic ambition to lead in AI industrialization. 
Hine and Floridi (2024) describe this as AI with “Chinese 
characteristics”—a governance paradigm fundamentally 
distinct from both the American innovation-driven 
pluralism and the European rights-based legalism.

•	 4.4 Implications for Emerging Markets
The divergence among the EU, U.S., and China places 

emerging markets in a complex position. For African, Latin 
American, and Asian countries, the most feasible path 
often involves hybrid adoption: aligning legal obligations 
with EU-style requirements for trade purposes, while 
simultaneously implementing NIST-style standards for 
technical credibility and operational compatibility with 
U.S. firms. Regional frameworks, such as the African Union 
Data Policy Framework (2022) and the Inter-American 
Development Bank’s fAIr LAC initiative (2020), exemplify this 
hybrid approach by blending principles-based rules with risk 
management toolkits to facilitate global interoperability.

The figure above illustrates the cumulative de-
velopment of AI regulatory milestones across the 
United States, European Union, African Union, 
and Latin America & Caribbean between 2015 and 
2025.

•	 EU milestones include the publication of Ethics Guidelines 
(2018), the AI Act proposal (2021), and the entry into force 
of the AI Act (2024).

•	 U.S. milestones include the NIST AI RMF (2023), the 
issuance of EO 14110 (2023), and its revocation (2025).

•	 AU milestone reflects the release of the Data Policy 
Framework (2022).

•	 LAC milestone corresponds to the IDB’s fAIr LAC initiative 
(2020).

This visualization highlights how regulatory activity 
accelerated post-2020, with the EU consolidating binding law, 
the U.S. experimenting with standards and executive action, 
and regional blocs making targeted interventions.

Op p o r t u n i t i e s f o r Re g u l ato ry 
Ha r m o n i z at i o n
The growing complexity of the artificial intelligence (AI) 
regulatory environment has made harmonization not only 
a desirable goal but also a strategic necessity for both 
developed and emerging economies. For emerging markets 
in particular, fragmented governance frameworks create 
barriers to market entry, raise compliance costs, and limit the 
international scalability of AI-driven innovations. However, 
regulatory harmonization with major players—most notably 
the United States—offers a critical set of opportunities that 
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extend beyond compliance. Harmonization enhances global 
trust, fosters international collaboration, reduces duplicative 
regulatory burdens, and enables local firms to plug into 
global supply chains. The potential benefits are most visible 
in four interrelated sectors: trade, healthcare, fintech, and 
digital commerce. In these domains, harmonization functions 
as both an enabler of innovation and a bridge between 
emerging-market firms and the U.S. economy.

Trade and Cross-Border Data Flows
AI is fundamentally reshaping trade through automation, 
predictive analytics, and digital logistics systems. Yet, cross-
border operations are complicated by divergent national 
regulations governing data flows, privacy, and cybersecurity. 
Without harmonization, companies in emerging markets 
often face a patchwork of compliance regimes, discouraging 
participation in global digital trade. Harmonized standards 
reduce this uncertainty by streamlining customs processes, 
aligning data protection measures, and establishing mutual 
recognition frameworks.

Khan (2024) underscores that harmonization of AI-enabled 
trade law has the potential to unlock cross-border efficiencies 
by reducing transaction costs and accelerating regulatory 
approvals. For instance, a small exporter in Africa using 
AI-driven supply chain tools could seamlessly access the 
U.S. market if regulatory standards for AI auditing and data 
protection were mutually recognized. Beyond efficiency, 
harmonization strengthens predictability and trust, which 
are essential to digital trade agreements and e-commerce 
platforms. This predictability lowers barriers to entry for 
startups, enabling them to expand beyond local markets 
and compete globally on equal footing.

Healthcare and AI-Enabled Medical Innovation
Healthcare represents one of the most regulated yet most 
promising areas of AI application. AI-driven diagnostic 
systems, robotic surgical assistants, and digital health 
platforms have transformative potential, but their deployment 
is slowed by inconsistent national standards for clinical 
validation, risk classification, and post-market monitoring. 
This issue is particularly acute for innovators in emerging 
markets, where domestic regulators may lack the technical 
capacity to evaluate AI-driven medical devices.

Reddy (2025) highlights the global challenge of regulatory 
fragmentation in AI-enabled software as a medical device 
(SaMD). Without harmonization, innovators face the costly 
burden of conducting multiple clinical validations for 
different jurisdictions, which limits the speed at which life-
saving technologies reach patients. Harmonization with 
U.S. regulatory frameworks, such as those provided by 
the FDA and the NIST AI Risk Management Framework (AI 
RMF 1.0, 2023), can resolve this bottleneck. By establishing 
equivalence mechanisms or mutual recognition agreements, 
innovators in Brazil, Kenya, or India could gain U.S. market 
approval without duplicating costly trials. The result is faster 

innovation cycles, reduced costs, and greater equity in global 
healthcare access. For emerging markets, this is not just a 
compliance benefit but also a development strategy, allowing 
local firms to integrate into global health-tech ecosystems.

Fintech and Cross-Border Governance
Fintech is another domain where harmonization promises 
transformative effects. Emerging markets often lead in 
fintech innovation, given the large unbanked populations 
and high mobile penetration rates. AI-driven solutions are 
already revolutionizing credit scoring, identity verification, 
fraud detection, and compliance monitoring. However, the 
sector faces one of the strictest regulatory landscapes, with 
varying anti-money laundering (AML), know-your-customer 
(KYC), and data integrity standards across jurisdictions.

Here, Black Vitriol LLC, founded by Gabriel Jiménez, offers 
a concrete example. As an AI-driven fintech enterprise, Black 
Vitriol LLC focuses on cross-border financial governance and 
trade finance solutions. Its growth potential depends on 
aligning with U.S. standards for AML compliance, algorithmic 
transparency, and AI ethics. Regulatory harmonization allows 
the company to integrate seamlessly into international 
financial networks, increasing investor confidence and 
enabling cross-border scaling. For example, aligning 
AI-driven credit risk models with U.S. financial compliance 
standards not only facilitates access to U.S. capital markets 
but also enhances trust among international banking 
partners. This underscores a broader point: harmonization is 
not simply a legal exercise, but a strategic enabler of financial 
inclusion, innovation, and cross-border trust.

Digital Commerce and Consumer Markets
Digital commerce is expanding rapidly in emerging markets, 
with AI powering personalized shopping experiences, 
dynamic pricing models, and predictive logistics. Yet 
regulatory divergences in data privacy, consumer protection, 
and algorithmic accountability can obstruct international 
expansion. Without harmonization, startups face the dual 
challenge of navigating local consumer law and adapting to 
the more stringent requirements of advanced economies.

Eatsbueno AI, also founded by Gabriel Jiménez, 
illustrates how harmonization can turn this challenge 
into an opportunity. The company applies AI in digital 
food commerce, leveraging predictive analytics and 
machine learning for demand forecasting, supply chain 
optimization, and customer engagement. By aligning its 
AI-driven operations with U.S. consumer protection and 
data governance frameworks, Eatsbueno AI can expand 
into North American markets while maintaining compliance 
with both ethical AI guidelines and local regulations (Qiang 
& Jing, 2024). Harmonization thus reduces compliance 
redundancies, accelerates market entry, and increases 
consumer trust. Importantly, it positions firms like Eatsbueno 
AI as credible players in the international marketplace, rather 
than confining them to local ecosystems.
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The Multiplier Effect of Harmonization
Perhaps the most signif icant benefit of regulatory 
harmonization is its multiplier effect across economies. First, 
it eliminates the inefficiency of “double compliance,” freeing 
startups from duplicative regulatory processes and allowing 
them to channel resources toward innovation. Second, 
harmonization increases the flow of foreign direct investment 
(FDI) by reducing perceived risks and aligning local firms 
with global best practices. Third, it creates a virtuous cycle 
of innovation, trust, and growth, whereby emerging-market 
firms gain faster access to advanced economies, while U.S. 
firms benefit from expanded partnerships and market 
opportunities.

Smuha (2021) and Walter (2024) caution that without 
harmonization, a global “race to regulate” could emerge, 
creating conflicting obligations that fragment the global 
market. Harmonization thus not only promotes economic 
efficiency but also ensures geopolitical stability in the 
governance of AI. By embedding transparency, trust, and 
mutual recognition into AI governance, emerging-market 
firms can fully participate in the global economy—building 
bridges to the United States while also shaping their own 
development trajectories.

Ri s k s, Te n s i o n s, a n d Po l i c y 
Di l e m m a s
Although regulatory harmonization in artificial intelligence 
(AI) holds the promise of bridging emerging markets with 
advanced economies such as the United States, the process 
is fraught with structural tensions and unresolved dilemmas. 
These risks are not merely technical but profoundly 
political, economic, and social in nature. At the center lies 
the challenge of balancing innovation with governance, 
national sovereignty with global integration, and inclusivity 
with efficiency. This section unpacks three major fault lines: 
(1) regulatory competition versus harmonization, (2) data 
sovereignty, privacy, and inclusivity concerns, and (3) the 
socioeconomic consequences of fragmented regulation.

Regulatory Competition vs. Harmonization
One of the most pressing dilemmas in AI governance is the 
tension between competition among major regulatory 
powers and the aspiration for global harmonization. Smuha 
(2021) argues that the world has shifted from a “race to AI” 
toward a “race to AI regulation.” This means that nations are 
not only striving to dominate in AI innovation but also to 
export their regulatory models globally. Such competition 
often leads to fragmented approaches that place emerging 
economies in a difficult position.

The European Union, through its forthcoming AI Act, 
has exemplified the so-called “Brussels Effect,” whereby its 
regulatory frameworks indirectly shape global standards by 
setting stringent conditions for market access (Siegmann & 
Anderljung, 2022). For emerging markets, aligning with the 
EU’s framework can facilitate entry into European markets but 

may also impose compliance costs that are disproportionate 
to their institutional capacity. On the other hand, the United 
States has adopted a more innovation-driven and flexible 
regulatory model, reflected in Executive Order 14110 
(Order, 2023) and the NIST AI Risk Management Framework 
(2023). Walter (2024) notes that these differences create an 
uneven playing field, where firms in emerging markets must 
navigate competing expectations if they seek to engage in 
transatlantic trade.

For smaller economies and their firms — such as Black 
Vitriol LLC and Eatsbueno AI — regulatory competition 
creates both opportunities and risks. On one hand, they can 
leverage harmonization efforts to connect with U.S. partners 
and investors. On the other, inconsistent requirements 
across jurisdictions could stretch their limited resources, 
discouraging them from scaling globally. Thus, regulatory 
competition may stimulate progress among powerful states 
but often sidelines emerging markets in the global regulatory 
dialogue.

Data Sovereignty, Privacy, and Inclusivity 
Concerns
Data governance is central to the AI regulatory debate, and 
here the issue of sovereignty looms large. Schwartz and Peifer 
(2017) demonstrate how transatlantic disputes over data 
privacy have revealed deep tensions between commercial 
integration and fundamental rights. Similar dilemmas are 
now emerging for developing nations. Harmonization might 
encourage cross-border data flows, but without safeguards, 
it risks undermining local control over sensitive datasets.

For many emerging markets, data is both a strategic 
asset and a vulnerability. If harmonization frameworks are 
dominated by advanced economies, developing countries 
may become primarily data exporters without enjoying 
proportional benefits from value creation. This dynamic 
perpetuates what Aaronson and Leblond (2018) describe as 
new “data realms,” where economic power aligns with control 
over information rather than physical goods.

The World Bank (2021) underscores that inclusive digital 
development requires governance structures ensuring 
equitable access to, and use of, data. Without such provisions, 
harmonized regulations could deepen digital divides rather 
than narrow them. For instance, in African and Latin American 
states, weak infrastructure and limited enforcement capacity 
risk turning harmonization into passive adoption rather than 
active co-creation. This exclusion could deny vulnerable 
groups access to AI-driven healthcare, education, and social 
services. Inclusivity must therefore be a guiding principle, not 
an afterthought, in any harmonization strategy.

Socioeconomic Consequences of Fragmented 
Regulation
If harmonization fails, the socioeconomic costs could be 
profound. Fragmented regulation increases transaction 
costs for businesses, particularly small and medium-sized 
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enterprises (SMEs), which often lack the resources to adapt to 
multiple standards. For startups like Black Vitriol LLC (focused 
on AI-driven financial services) or Eatsbueno AI (working on 
AI applications in digital commerce), navigating inconsistent 
regulatory environments can slow innovation and reduce 
competitiveness. Instead of scaling across borders, such firms 
may remain trapped in local markets, unable to leverage the 
full potential of global trade.

At a systemic level, fragmentation risks widening the 
global digital divide. Countries already struggling with 
infrastructure gaps may face further marginalization if 
compliance with global standards becomes an entry barrier. 
Delays in accessing AI-enabled solutions for healthcare, 
climate resilience, or financial inclusion could entrench 
existing inequalities. Walter (2024) highlights that these 
consequences extend beyond the economy to labor 
markets and welfare systems: if emerging markets cannot 
integrate into global AI ecosystems, their populations risk 
exclusion from future jobs, social protections, and knowledge 
economies.

Fragmented regulation also undermines global AI safety 
and accountability. Divergent standards make it difficult 
to enforce norms on algorithmic fairness, bias mitigation, 
and misuse prevention. In markets with weak oversight, 
this can foster exploitative practices such as surveillance 
or discriminatory AI applications, eroding public trust. For 
emerging economies, weak regulatory convergence could 
thus backfire, reducing citizen confidence in AI and slowing 
adoption rates that are critical for development.

Synthesis
In summary, the dilemmas facing AI regulatory harmonization 
are multifaceted. Regulatory competition, while driving 
innovation, risks marginalizing emerging markets caught 
between competing models. Data sovereignty and privacy 
must be protected to prevent asymmetrical value extraction 
and ensure inclusive development. Fragmented regulation 
could impose heavy socioeconomic costs, particularly for 
smaller enterprises and vulnerable populations.

For harmonization to be truly beneficial, it must be 
collaborative rather than prescriptive, giving emerging 
economies a seat at the table. Ensuring that frameworks 
are co-developed with diverse stakeholders, protecting 
national sovereignty, and embedding inclusivity are essential. 
Only then can harmonization serve as a catalyst for shared 
prosperity rather than another axis of global inequality.

Co n c lu s i o n a n d Fu t u r e Ou t lo o k

Synthesis of Findings on Harmonization and 
Emerging Markets
The analysis conducted throughout this study underscores 
that artificial intelligence (AI) regulation is at a pivotal 
crossroads. While technological innovation continues to 
accelerate, governance structures remain fragmented, 

with diverse principles, guidelines, and legal instruments 
emerging across different jurisdictions. The European Union 
has positioned itself as a global standard-setter through 
the Artificial Intelligence Act, emphasizing a precautionary 
and risk-based approach (Roberts et al., 2021; Siegmann 
& Anderljung, 2022). In contrast, the United States has 
embraced a more innovation-driven model, exemplified by 
the National Institute of Standards and Technology’s AI Risk 
Management Framework (AI, 2023) and Executive Order 14110 
(Order, 2023), both of which aim to balance flexibility with 
accountability. China, meanwhile, has pursued a state-centric 
regulatory model emphasizing sovereignty and strategic 
leadership (Hine & Floridi, 2024).

For emerging markets, these divergences create both 
challenges and opportunities. On one hand, regulatory 
fragmentation risks locking them out of global value chains or 
forcing them to navigate multiple, and sometimes conflicting, 
compliance requirements. On the other, harmonization of 
regulatory principles presents a pathway to secure cross-
border investment, build trust in digital ecosystems, and 
integrate into global AI-driven economies. Evidence from 
Latin America (Mont et al., 2020) and Africa (Yilma, 2022) 
suggests that harmonization, when aligned with national 
development strategies and regional integration agendas, 
can amplify innovation, enhance competitiveness, and 
promote equitable growth.

The experiences of Black Vitriol LLC and Eatsbueno AI, 
both founded by Gabriel Jiménez, further demonstrate 
how private actors from emerging economies can leverage 
harmonized regulatory frameworks to connect with U.S. 
markets. Black Vitriol LLC has pioneered AI-driven financial 
governance tools that depend on predictable cross-border 
compliance regimes, while Eatsbueno AI has applied machine 
learning in digital commerce, thriving on data interoperability 
and ethical trade standards. Their growth trajectories 
highlight the transformative potential of harmonization for 
entrepreneurial ecosystems in developing regions.

The U.S. as a Regulatory Bridge for Global AI 
Governance
The findings also confirm that the United States has an 
essential role as a regulatory intermediary in the evolving 
global AI landscape. The EU’s regulatory model has already 
begun exerting extraterritorial influence through the 
so-called “Brussels Effect” (Smuha, 2021), compelling firms 
across the globe to adapt to European norms in order 
to access its market. However, the prescriptive nature of 
EU regulation risks constraining innovation in contexts 
where technological capacity is still developing. The U.S., 
by contrast, offers a more adaptive model that prioritizes 
voluntary frameworks, multi-stakeholder engagement, and 
sector-specific guidelines (Gasser & Almeida, 2017).

This dual positioning enables the U.S. to function as a 
“regulatory bridge” — facilitating pathways for emerging 
markets to adopt global standards without undermining 
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domestic innovation or imposing excessive compliance 
burdens. U.S. frameworks like NIST’s AI RMF (AI, 2023) are 
particularly attractive to developing economies because 
they emphasize risk management and accountability without 
mandating overly rigid structures. By working through trade 
agreements, regional digital partnerships, and bilateral 
cooperation, the U.S. can export regulatory norms that are 
compatible both with EU compliance demands and the 
more pragmatic needs of developing economies (Aaronson 
& Leblond, 2018; Burri & Kugler, 2024).

For startups in emerging markets, such as Black Vitriol LLC 
and Eatsbueno AI, alignment with U.S. regulatory frameworks 
provides legitimacy, market access, and investor confidence. 
Thus, the U.S. is not only a leader in technological innovation 
but also a catalyst for regulatory harmonization that bridges 
advanced and developing economies.

Policy Recommendations for Emerging Markets
To maximize the benefits of regulatory harmonization while 
mitigating its risks, emerging markets should adopt the 
following policy directions:

Strengthen Institutional and Human Capacity
Effective harmonization requires more than formal 
adoption of international frameworks; it necessitates robust 
institutional capacity. Governments must invest in regulatory 
literacy, judicial competence, and technological expertise 
to interpret, implement, and enforce AI-related standards 
(World Bank, 2021). Building capacity within national data 
protection authorities, standards-setting bodies, and 
regulatory agencies will be crucial for sustained compliance.

Align National Policies with Trade and Regional 
Frameworks
Emerging economies should strategically embed AI 
governance into trade agreements and regional integration 
efforts. Instruments such as the African Union’s Data 
Policy Framework (Yilma, 2022) and cross-border data flow 
provisions in digital trade agreements (Chin & Zhao, 2022; 
Burri & Kugler, 2024) provide vehicles for aligning domestic 
AI regulation with U.S. and EU standards. This alignment 
not only reduces compliance costs but also enhances 
interoperability and trust in cross-border AI applications.

Leverage Startups as Innovation Gateways
Local startups should be recognized as key actors in the 
harmonization process. Firms like Black Vitriol LLC and 
Eatsbueno AI serve as living laboratories for regulatory 
experimentation, demonstrating how harmonized standards 
enable emerging-market firms to scale globally. Policymakers 
should support such enterprises through public–private 
partnerships, targeted financing, and regulatory sandboxes 
that allow innovation under controlled conditions.

Adopt Context-Sensitive Regulation
Harmonization should not translate into blind regulatory 

transplantation. Policymakers must adapt global norms to 
domestic contexts, ensuring that regulation protects national 
interests such as data sovereignty, cultural diversity, and 
equitable access. This requires flexible, risk-based approaches 
that safeguard citizens while enabling innovation (Schwartz 
& Peifer, 2017; Smuha, 2021).

Future Research and Outlook: Balancing 
Innovation, Trust, and Global Cooperation
The future of AI regulation lies at the intersection of 
innovation, trust, and cooperation. While harmonization 
promises to lower barriers to global participation, it also 
raises critical questions that require sustained scholarly and 
policy engagement.

Future research should pursue several lines of inquiry. 
First, longitudinal studies are needed to evaluate how 
harmonization impacts innovation ecosystems, productivity, 
and inclusive growth in emerging markets over time. Second, 
comparative analyses should be conducted to assess 
how different governance models — the U.S.’s voluntary 
frameworks, the EU’s compliance-based regulation, and 
China’s state-centric approach — affect global competition 
and cooperation (Walter, 2024). Third, sector-specific studies 
should focus on domains like healthcare, where harmonized 
regulation of AI-enabled medical devices could accelerate 
safe innovation while protecting patient rights (Reddy, 
2025). Finally, research should explore the evolving role of 
private actors, particularly startups and small enterprises in 
developing regions, as drivers of regulatory convergence and 
innovation diffusion.

Looking ahead, the challenge for policymakers 
and scholars alike will be to balance innovation with 
accountability, ensuring that AI systems are both trustworthy 
and transformative. Regulatory harmonization must be 
pursued not as an end in itself but as a tool to promote 
inclusivity, fairness, and global interoperability. By positioning 
itself as a regulatory bridge, the United States can foster 
cooperative frameworks that empower emerging markets to 
participate actively in shaping the future of AI governance. 
In doing so, global governance can evolve toward a digital 
economy that is both dynamic and equitable — an economy 
where innovation thrives alongside social responsibility, and 
where cooperation, rather than fragmentation, defines the 
trajectory of artificial intelligence.
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