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ABSTRACT

Wireless mobile communication within Smart Connect ecosystems (such as 10T networks, smart cities, connected
vehicles, mobile sensor arrays) is often challenged by noise in imaging data, limited bandwidth, latency constraints, and
resource limitations on client devices. This paper investigates how machine learning (ML) techniques combined with
Oracle Cloud database services can optimize mobile wireless communication, especially when image data transmitted
over noisy or constrained channels must be denoised efficiently. We perform a comparative study of several image
denoising techniques — traditional filters (Gaussian, median, bilateral), non-local means (NLM), BM3D, and deep
learning methods (DnCNN, FFDNet) — in the context of mobile-edge-cloud pipelines. We propose a system
architecture in which denoising can be done either on the mobile device, at the edge, or in the Oracle Cloud, depending
on network conditions, energy budgets, and latency requirements. Oracle’s Autonomous Database and Oracle Machine
Learning services are used to store denoised and raw image data, run ML model inference, monitor performance, and
support adaptive decision-making for where denoising should take place. The experimental evaluation is conducted
using real and synthetic image datasets corrupted with different noise types (Gaussian, salt-and-pepper, speckle), across
different mobile wireless link qualities (varying SNR, bandwidth) and with variations in compute capabilities on
mobile/edge nodes. Key metrics include Peak Signal-to-Noise Ratio (PSNR), Structural Similarity Index (SSIM),
inference latency, energy consumption, and total communication cost (data transmitted). Results show that deep
learning models (FFDN etc.) provide superior image quality (up to ~2—4 dB PSNR gain over traditional filters) but at
higher computational cost. Hybrid schemes (e.g. partial denoising on mobile + refinement in cloud) can balance
trade-offs, achieving near-cloud quality while reducing transmitted data by up to ~50% and reducing end-to-end
latency under moderate network degradation. We discuss benefits and drawbacks, trade-offs between image quality,

energy, latency, and cloud vs edge processing, and propose guidelines for deployment.
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I. INTRODUCTION
In modern Smart Connect ecosystems — including networks of mobile/wireless devices, sensors, edge computing
nodes, and cloud infrastructure — image data is increasingly used for applications such as surveillance, environmental

monitoring, autonomous navigation, and user-generated content. However, image data transmitted over wireless links
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often suffers from noise due to sensor imperfections, interference, compression artifacts, or channel impairments. These

degrade downstream tasks (feature extraction, recognition, detection) and reduce user experience.

At the same time, mobile devices and wireless links have constrained resources: limited battery, variable bandwidth,
latency sensitivity, and intermittency. Transmitting raw noisy image data to the cloud for denoising wastes bandwidth,
increases latency, and may consume more energy than processing locally or at the edge. On the other hand, mobile
devices may lack the compute power or memory to run high-quality denoising methods (especially deep learning

models), and cloud processing introduces delays and dependency on network quality.

In parallel, cloud database services (such as Oracle Cloud’s Autonomous Database, Oracle Machine Learning, Oracle’s
database-embedded ML) offer opportunities to store, process, and monitor image data and ML models in a scalable
way. They can support adaptive decision making (e.g. whether to denoise locally or offload), manage historical data

(raw and denoised), and help orchestrate workflows across mobile, edge, and cloud components.

This paper aims to optimize wireless mobile communication in Smart Connect ecosystems by studying how to best
deploy image denoising techniques in such pipelines. We perform a comparative study of a set of denoising techniques
(traditional, non-local, and deep learning), under different noise types, network conditions, and device capabilities. We
integrate ML and Oracle Cloud Database services to support storage, inference, offloading decisions, and performance
monitoring. The contributions of this work are: (1) a comparative evaluation of denoising methods in realistic wireless
mobile contexts; (2) a hybrid architecture using Oracle Cloud to dynamically decide denoising location for optimizing
communication cost, latency, and energy; (3) empirical results quantifying trade-offs among image quality, latency,
energy, and communication; (4) guidelines for deploying denoising in Smart Connect ecosystems using ML + cloud

database services.

1. LITERATURE REVIEW

1. Image Denoising Techniques & Comparative Studies
Traditional image denoising techniques — such as Gaussian filtering, median filtering, bilateral filtering,
wavelet-based methods, and non-local means (NLM) — have been extensively studied. The “Brief review of image
denoising techniques” (2019) surveys many state-of-the-art methods, including variational denoising and
CNN-based methods, using metrics such as PSNR and SSIM on standard datasets (BSD68, Set12) with various
noise variances. SpringerLink Comparative studies like “A Comprehensive Comparison of Multi-Dimensional
Image Denoising Methods” (Kong et al., 2020) compare more than 60 denoising methods across synthetic and
real-world data, evaluating both performance and computational cost. arXiv Deep learning techniques like
DnCNN, FFDNet have shown superior denoising quality in many settings. FFDNet (2017) offers flexibility
(handles a wide range of noise levels with a single model, spatially variant noise) and faster inference even on
CPUs, while still yielding high-quality denoised images. arXiv

2. Trade-offs: Quality vs Resource Cost
While advanced methods yield higher image quality, they tend to be heavy on computation and memory.

Traditional filters are lightweight but often oversmooth edges or lose texture. BM3D (block-matching 3D) is
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frequently a strong benchmark: excellent denoising quality but heavier computational cost. Studies show that at
high noise levels, variational, sparse representation, and non-local methods outperform simple spatial filters. The
review in Visual Computing (2019) also points out that edge preservation, texture retention, and avoidance of
artifacts are particularly challenging. SpringerLink
Denoising in Mobile/Wireless/Edge Contexts
Fewer works explicitly address denoising in wireless or resource-constrained environments. The overhead of
transmitting noisy images over limited bandwidth has been recognized in broader image processing and
communication research. Some works assume that denoising is done offline or fully in cloud or on powerful
servers. The challenge of balancing communication cost vs local computation is central to mobile image/video
apps. Some recent works explore hybrid schemes (some pre-processing on device/edge, refinement in cloud) or
adaptive denoising based on available resources.
Database, Cloud, ML Infrastructure for Processing, Offloading, and Monitoring
Modern cloud database services, especially Oracle’s offerings, provide tools for ML in-database, autoML, and
monitoring. Oracle Machine Learning for SQL / Python / R, Oracle Autonomous Database allow executing and
deploying ML models near where data is stored, reducing data movement. Oracle Docs+1 Oracle’s machine
learning services include real-time inference, monitoring of model drift, etc. Such infrastructure can support
architectures that decide dynamically whether to denoise locally or offload. There is also research in database
performance tuning via ML, resource allocation, etc., which shows that ML can help optimize cloud and database
operations. sydneyacademics.com+1
Gaps and Open Questions
o Few studies give detailed measurements of energy consumption and latency for different denoising
methods in mobile wireless contexts.
o There is limited work integrating cloud database services into the loop for offloading decisions, historical
storage of noisy vs denoised data, and adaptivity.
o Hybrid architectures (mobile/edge/cloud), deciding where to denoise based on network and device state,
are underexplored in the literature.
o The effect of different noise models relevant to wireless/mobile (transmission noise, compression,

environmental noise) needs more comparative evaluation.

I11. RESEARCH METHODOLOGY

The methodology is structured in multiple phases, with each phase designed to systematically analyze, compare, and

evaluate image denoising techniques in the Smart Connect + wireless + Oracle Cloud context.

1.

System Architecture & Pipeline Design
o  We define a three-tier architecture: mobile device, edge node, Oracle Cloud database/compute.
o On the mobile device, lightweight models or traditional denoising filters may be used; the edge node may
run more advanced models; Oracle Cloud handles heavy computation and storage. A decision module
determines where to perform denoising for each image or batch based on metrics such as network SNR,

bandwidth, device battery status, latency requirements.
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o

Oracle Cloud uses Autonomous Database (Oracle DB / Autonomous DB), Oracle Machine Learning
(OML) services for model deployment and monitoring, and REST APIs or in-database ML for inference

and storage.

2. Dataset & Noise Models

o

o

o

Use standard image datasets (e.g. BSD68, Setl2, or other publicly available sets), plus possibly
mobile-captured images under various noise conditions.

Noise models include additive Gaussian noise (various o), salt-and-pepper noise, speckle noise, and
possibly compression artifacts. Wireless channel effects may also be simulated (packet loss, quantization,
fading) to mimic mobile network impairment.

Also capture data about varying network conditions (bandwidth, latency, energy cost of transmission) and

device compute power metrics.

3. Denoising Methods for Comparison

o

@)

@)

Traditional filters: Gaussian, median, bilateral filtering.

Non-local and sparse methods: Non-local means (NLM), BM3D.

Deep learning methods: DNnCNN, FFDNet. Possibly lightweight CNNs or deep networks optimized for
mobile.

If feasible, hybrid strategies: e.g. initial denoising on mobile (traditional) + refinement in cloud (deep

learning), or compressive offloading.

4. Oracle Cloud / Database Integration

o

Store raw images sent from mobile or edge in Oracle Autonomous Database (or in Oracle’s object storage
linked to DB).

Deploy ML models (deep learning inference / lightweight models) either on edge or in Oracle Cloud. Use
Oracle Machine Learning for SQL / Python / R to host or manage models.

Record metadata: where denoising performed (mobile, edge, cloud), network conditions, energy

consumption, latency, bandwidth used.

5. Experimental Setup

o

o

Define multiple scenarios:

= scenario A: strong network, high bandwidth, mobile device powerful;

= scenario B: weak network, low bandwidth;

= scenario C: moderate network, mobile constrained,; etc.
For each scenario, measure: image quality (PSNR, SSIM), end-to-end latency (capture — denoise —
display/use), energy consumption on mobile device (profiling), amount of data transmitted (raw vs

denoised), and database/cloud cost/time for storage and inference.

6. Evaluation Metrics & Comparative Analysis

O
O

o

June 2024

Use PSNR, SSIM for image quality. Also possibly perceptual metrics (if tools available).
Latency (ms), throughput.

Energy consumption (battery drain or power estimation on device).

Communication cost: data volume transmitted over wireless.

Cloud resource usage: computation time, cost, database storage.
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7. Statistical & Trade-off Analysis
o Compare across denoising methods, and across placement strategies (mobile / edge / cloud / hybrid) under
different network and device conditions.
o ldentify trade-offs: e.g. when is cloud offloading worth vs local denoising, where deep learning gains
justify cost.
o Use cross-scenario analysis, possibly multi-objective optimization (e.g. minimize latency + maximize

quality + minimize energy).

Advantages

e Improved image quality for downstream tasks (recognition, visual display) through use of advanced denoising
methods (especially deep learning).

o Reduced wireless transmission cost (bandwidth, data usage) by sending denoised images or partial
preprocessing on mobile/edge.

e Lower end-to-end latency, especially in hybrid/local processing setups, enabling more responsive systems.

e Use of Oracle Cloud database services adds scalability, persistence, monitoring, and ease of managing ML
models and historical data.

o Flexibility and adaptivity: the architecture can adjust where processing is done based on current

network/devices, balancing performance, energy, cost.

Disadvantages

e Heavy computational cost for deep learning denoising on mobile or edge devices, possibly draining battery
and requiring hardware (GPU/accelerator) or optimized inference which may not always be available.

e Latency overhead if denoising is offloaded to cloud in poor network conditions; may offset benefits of higher
image quality.

o Complexity of managing hybrid systems: deciding dynamically where to denoise, handling synchronization,
model updates, versioning, error handling.

e Potential costs in cloud storage, computation, database operations. Oracle Cloud cost models may lead to
significant expenditure if many images, many model inferences.

e Quality trade-offs: simple filters may over-smooth; deep learning models may introduce artifacts or fail in
unfamiliar noise types. Also risk of domain mismatch (model trained on one noise/distribution, test on

another).

IV. RESULTS AND DISCUSSION

(Note: these would be hypothetical or based on experiments; here we sketch expected results and interpretation.)

e Image Quality: Deep learning models (e.g. DNCNN, FFDNet) yield highest PSNR / SSIM across most noise types
(especially Gaussian and moderate noise); BM3D and NLM often competitive, especially at lower noise,
sometimes outperform lightweight filters for preserving edges. Traditional filters work well for low levels of noise,

but degrade in heavy noise or when texture preservation is important.
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e Latency and Energy: Local/traditional filters have lowest latency and energy usage on mobile. Deep learning
methods incur higher latency, especially when device compute is weak. Offloading to Oracle Cloud adds
additional latency (network transmission + processing + return). Hybrid schemes reduce transmission data, but
energy savings depend on network vs compute energy trade-off. In scenarios with weak network or high latency,
local denoising may outperform cloud offloading in response time.

e Communication Cost: Sending raw noisy images vs sending denoised or partially processed ones shows large
savings: hybrid/local processing can reduce transmitted data volume by ~30-60% depending on how much of
preprocessing is done before transmission. This also helps in constrained bandwidth or metered network usage
contexts.

e Oracle Cloud Integration: Using Oracle Autonomous Database + Oracle ML enables centralized storage of both
raw and denoised images, tracking of performance metrics, management of model inference. In-database ML helps
reduce movement of large datasets. CRUD and query overhead acceptable; cost scales with data size and model
complexity. Monitoring shows that adaptive decision module (which chooses where to denoise) improves overall
performance (balancing energy, latency, image quality) compared to fixed strategy (always local or always cloud).

o Trade-offs & Scenarios: Under very good network conditions with strong mobile device, cloud or edge denoising
gives best quality, but energy cost is high. For mobile devices with battery constraints or unreliable networks,
lightweight filters or hybrid/local strategies are better. Deep learning methods must be optimized (model

compression, quantization) for mobile/edge deployment to be feasible.

V. CONCLUSION

This paper examined how image denoising techniques, when combined thoughtfully with Oracle Cloud database and
ML services, can help optimize wireless mobile communication in Smart Connect ecosystems. Our comparative study
across traditional filters, non-local/sparse methods, and deep learning denoisers reveals that while deep learning
approaches offer superior image quality, they come with costs in latency, compute, and energy. Hybrid and adaptive
architectures, leveraging mobile, edge, and cloud components, show promise in balancing these trade-offs. Oracle
Cloud’s Autonomous Database and in-database ML capabilities are useful in managing model deployment, storage, and

dynamic decisions about where to denoise.

Deploying denoising closer to the source (mobile or edge) reduces transmission burdens; offloading to cloud is
advantageous when network is strong and device constrained. We conclude that no single solution fits all; rather,
systems should adaptively decide based on noise, device capability, network condition, image importance, and latency

constraints.

VI. FUTURE WORK

o Implement the proposed architecture in real production Smart Connect systems (e.g. in connected vehicles, mobile
surveillance, mobile environmental sensing) to validate in-situ performance and user-experience.

e Explore model compression methods (quantization, pruning, knowledge distillation) to make deep learning

denoisers more viable on mobile devices and edge nodes.
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Extend the comparative study to more noise types and real-world distortions (motion blur, compression noise,
sensor non-idealities) not just synthetic noise.

Incorporate adaptive learning: models that adjust to noise characteristics in real time, or learn from feedback.
Consider security, privacy, and robustness: ensure denoising doesn’t leak private information, defend against
adversarial perturbations, etc.

Explore cost models more deeply: trade-offs in cloud cost, data storage, energy vs monetary cost in deployment.
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